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#### Abstract

We propose a method that significantly improves the accuracy of the level set method and could be of value for numerical solutions of differential equations in general. Level set methods use a level set function, usually an approximate signed distance function, $\Phi$, to represent the interface as the zero set of $\Phi$. When $\Phi$ is advanced to the next time level by an advection equation, its new zero level set will represent the new interface position. But the non-zero curvature of the interface will result in uneven gradients of the level set function which induces extra numerical error. Instead of attempting to reduce this error directly, we update the level set function $\Phi$ forward in time and then backward to get another copy of the level set function, say $\Phi_{1} . \Phi_{1}$ and $\Phi$ should have been equal if there were no numerical error. Therefore $\Phi-\Phi_{1}$ provides us the information of error induced by uneven gradients and this information can be used to compensate $\Phi$ before updating $\Phi$ forward again in time.
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## 1. Introduction

Interface computation is a challenging and rewarding area for scientific research in recent years. There are many different approaches on how to track or capture the interface and how to do it more accurately, more robustly during topological changes of the interface.

[^0]Level set method was proposed by Osher and Sethian [11] to compute the interface motion indirectly by use of the zero set of the level set function. Recent developments on improving the level set method can be found, for example, in $[1,3-5,9,10,14,16,18]$.

Using level set method for interface tracking enjoys great simplicity by solving the geometric problem with a PDE based method. Following the pioneering work of Osher and Sethian [11], given a velocity field $\mathbf{v}$, the level set function $\Phi$ satisfies

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}+\mathbf{v} \cdot \nabla \Phi=0 \tag{1.1}
\end{equation*}
$$

Since the velocity field could create large variation in $\Phi$, there is usually an auxiliary equation to solve until the steady state at each time step [16],

$$
\begin{equation*}
\frac{\partial \Phi}{\partial \tau}+\operatorname{sgn}(\Phi)(|\nabla \Phi|-1)=0 \tag{1.2}
\end{equation*}
$$

This procedure is supposed to transform the $\Phi$ into a signed distance function without changing its zero level set.

In [5,18], a modified advection equation is introduced in order to keep $\Phi$ a signed distance function while still advancing the zero level set along the velocity field.

Even if the level set function is a perfect signed distance function, the curvature of the interface will still create variations in the gradient of the level set function, which will cause uneven dissipative error. Also since the zero level set of $\Phi$ is not located at the grid nodes, the discretization of Eq. (1.2) adds even more error to the interface position. In [3], the excessive dissipation of discretizing (1.1) and (1.2) is addressed by using particles which move along characteristics of (1.1) to help regulate the interface. In [14], a volume conserving discretization method is introduced for more accurately approximating the solution of (1.2). Besides these techniques, very high-order (third to fifth order) non-oscillatory spatial and the corresponding high-order Runge-Kutta temporal differencing are used for discretization of (1.1) and (1.2).

Here we propose another simple, systematic way of solving this problem. Though we use level set function and the level set advection equation (1.1) to describe the method we propose, it may find applications in other areas of numerical solution of ordinary or partial differential equations.

## 2. Backward error compensation and forward error correction

Suppose we have a fixed computational mesh (with maximum cell size $h$ ) on a fixed domain $D \subset R^{d}$. Let $\Phi^{n}$ be the level set function defined at time level $t_{n}$, and suppose that $\mathbf{v}$ is a velocity field given in time intervals $\left(t_{n}, t_{n+1}\right)$. Let $\mathscr{L}$ denote the mapping from an initial value of Eq. (1.1) at time $t_{n}$ to the solution at time $t_{n+1}$ with some given boundary values on the influx boundary. Let $\phi^{n+1}=\mathscr{L}\left(\Phi^{n}\right)$. We also solve Eq. (1.1) numerically using a $r$ th order non-oscillatory scheme (e.g., upwind scheme, Lax-Friedrichs scheme, ENO [6], WENO [7], etc.) to obtain a discretized level set function $\tilde{\Phi}^{n+1}$ at time level $t_{n+1}$, say $\tilde{\Phi}^{n+1}=\mathscr{L}_{h} \Phi^{n}$, where $\mathscr{L}_{h}$ represents the numerical operator. Let $\mathscr{L}_{h}^{-1}$ denote the numerical operator given by solving Eq. (1.1) backward in time from $t_{n+1}$ to $t_{n}$ using the same scheme. Let $\Phi_{1}^{n}=\mathscr{L}_{h}^{-1}\left(\tilde{\Phi}^{n+1}\right)$. If there were no numerical error, $\Phi^{n}$ and $\Phi_{1}^{n}$ would be equal. Therefore $e(x)=\Phi^{n}-\Phi_{1}^{n}$ provides information we may be able to take advantage of. Since the same scheme is used in both the forward and backward process we expect that the error in each will be about the same. This motivates us to add $\frac{1}{2} e(x)$ to $\Phi^{n}$ at $x$ in order to remove the principal components of the error at the advanced time level $t_{n+1}$. Since $e(x)$ is bounded by the local truncation error of $\mathscr{L}_{h}$, we can see that the compensated scheme has at least the same order of accuracy as $\mathscr{L}_{h}$.

Therefore given $\Phi^{n}$ at time level $t_{n}$, we propose the following backward error compensation algorithm: Step 1. Solve forward for $\tilde{\Phi}^{n+1}$ using $\tilde{\Phi}^{n+1}=\mathscr{L}_{h} \Phi^{n}$.

Step 2. Solve backward for $\Phi_{1}^{n}$ using $\Phi_{1}^{n}=\mathscr{L}_{h}^{-1}\left(\tilde{\Phi}^{n+1}\right)$.
Step 3. Let $\Phi_{2}^{n}=\Phi^{n}+\frac{1}{2}\left(\Phi^{n}-\Phi_{1}^{n}\right)$.
Step 4. Solve forward for $\Phi^{n+1}$ using $\Phi^{n+1}=\mathscr{L}_{h} \Phi_{2}^{n}$.
Our strategy includes solving an equation backward in time which bears similarity to methods of time reversal for acoustics, see, e.g., [12]. It is interesting to see what happens when applying this method to the ordinary differential equation

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=f(t, y) . \tag{2.1}
\end{equation*}
$$

We use the forward Euler scheme to approximate its solution

$$
\begin{equation*}
\tilde{y}^{n+1}=y^{n}+\Delta t f^{n}, \tag{2.2}
\end{equation*}
$$

where $y^{n}=y\left(t_{n}\right), \Delta t=t_{n+1}-t_{n}, f^{n}=f\left(t_{n}, y^{n}\right)$. Solve Eq. (2.1) backward in time with the same scheme

$$
\begin{equation*}
b^{n}=\tilde{y}^{n+1}-\Delta t f^{n+1} \tag{2.3}
\end{equation*}
$$

where $f^{n+1}=f\left(t_{n+1}, \tilde{y}^{n+1}\right)$, and define

$$
\begin{equation*}
c^{n}=y^{n}+\frac{1}{2}\left(y^{n}-b^{n}\right)=y^{n}+\frac{1}{2} \Delta t\left\{f^{n+1}-f^{n}\right\} . \tag{2.4}
\end{equation*}
$$

Finally solve Eq. (2.1) forward again

$$
\begin{equation*}
y^{n+1}=c^{n}+\Delta t f\left(t_{n}, c^{n}\right)=y^{n}+\frac{1}{2} \Delta t\left\{f^{n+1}+2 f\left(t_{n}, c^{n}\right)-f^{n}\right\} . \tag{2.5}
\end{equation*}
$$

Comparing (2.5) to the second-order improved Euler scheme (predictor-corrector method)

$$
\begin{equation*}
y^{n+1}=y^{n}+\frac{1}{2} \Delta t\left\{f^{n+1}+f^{n}\right\}, \tag{2.6}
\end{equation*}
$$

it is easy to see that

$$
\begin{equation*}
\left\{f^{n+1}+2 f\left(t_{n}, c^{n}\right)-f^{n}\right\}-\left\{f^{n+1}+f^{n}\right\}=\mathrm{O}\left(\Delta t^{2}\right) \tag{2.7}
\end{equation*}
$$

Therefore the forward Euler scheme with backward error compensation (2.5) has the same order of accuracy as the second-order improved Euler scheme.

Can we use backward error compensation to improve the order of accuracy for second-order schemes? Let us look at the linear ODE

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=a y \tag{2.8}
\end{equation*}
$$

where $a$ is a constant. If we use the second-order scheme

$$
\begin{equation*}
y^{n+1}=y^{n}+\frac{1}{2} a \Delta t\left(y^{n+1}+y^{n}\right), \tag{2.9}
\end{equation*}
$$

then the Step 2 of the backward error compensation algorithm will return exactly $y^{n}$, thus no order improvement can be expected. In general, if an $r$ th order scheme for Eq. (2.8) can be formulated as

$$
\begin{equation*}
y^{n+1}=\left\{\sum_{k=0}^{r} \frac{(a \Delta t)^{k}}{k!}+\alpha \frac{(a \Delta t)^{r+1}}{(r+1)!}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n}, \quad \text { as } \Delta t \rightarrow 0 \tag{2.10}
\end{equation*}
$$

where $\alpha$ is a constant, we have the following theorem.

Theorem 1. The backward error compensation algorithm improves the order of accuracy of scheme (2.10) to $r+1$ if $r$ is an odd positive integer.

Proof. Scheme (2.10) can be written as

$$
\tilde{y}^{n+1}=\left\{\mathrm{e}^{a \Delta t}+\frac{\alpha-1}{(r+1)!}(a \Delta t)^{r+1}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n} .
$$

Step 2 of the backward error compensation algorithm gives

$$
\begin{aligned}
b^{n} & =\left\{\mathrm{e}^{-a \Delta t}+\frac{\alpha-1}{(r+1)!}(-a \Delta t)^{r+1}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} \tilde{y}^{n+1} \\
& =\left\{1+\left((-1)^{r+1} \mathrm{e}^{a \Delta t}+\mathrm{e}^{-a \Delta t}\right)(\alpha-1) \frac{(a \Delta t)^{r+1}}{(r+1)!}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n} \\
& =\left\{1+2(\alpha-1) \frac{(a \Delta t)^{r+1}}{(r+1)!}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n} .
\end{aligned}
$$

Step 3 of the backward error compensation algorithm gives

$$
c^{n}=y^{n}+\frac{1}{2}\left(y^{n}-b^{n}\right)=\left\{1-(\alpha-1) \frac{(a \Delta t)^{r+1}}{(r+1)!}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n} .
$$

Step 4 of the backward error compensation algorithm gives

$$
y^{n+1}=\left\{\mathrm{e}^{a \Delta t}+\frac{\alpha-1}{(r+1)!}(a \Delta t)^{r+1}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} c^{n}=\left\{\mathrm{e}^{a \Delta t}+\mathrm{O}\left(\Delta t^{r+2}\right)\right\} y^{n} .
$$

This Theorem indicates that the backward error compensation algorithm can only be expected to remove the dissipative error.

Next let us see what happens if we apply this method to a one-dimensional translation equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial x}=0 \tag{2.11}
\end{equation*}
$$

on $[0,1]$ with periodic boundary condition, and a first-order upwind numerical scheme. Let $0=x_{0}<$ $x_{1}<\cdots<x_{N}=1$ be a uniform partition and denote $u_{i}^{n}=u\left(x_{i}, t_{n}\right)$. Let $t_{n}, t_{n+1}$ be the two adjacent time levels in time discretization and $\Delta t=t_{n+1}-t_{n}<\Delta x$, where $\Delta x=1 / N$. The first-order upwind scheme can be written as

$$
\begin{equation*}
\tilde{u}_{i}^{n+1}=(1-\lambda) u_{i}^{n}+\lambda u_{i-1}^{n} \tag{2.12}
\end{equation*}
$$

where $\lambda=\Delta t / \Delta x<1$ is fixed. When solving Eq. (2.11) backward in time with the same scheme, we have

$$
\begin{equation*}
b_{i}^{n}=(1-\lambda) \tilde{u}_{i}^{n+1}+\lambda \tilde{u}_{i+1}^{n+1}=\left((1-\lambda)^{2}+\lambda^{2}\right) u_{i}^{n}+\lambda(1-\lambda)\left(u_{i-1}^{n}+u_{i+1}^{n}\right) . \tag{2.13}
\end{equation*}
$$

In this case it can also be viewed as the down-wind step of the MacCormack scheme [8]. Following the above Step 3, we can define the compensated numerical solution at $t_{n}$ as

$$
\begin{equation*}
c_{i}^{n}=u_{i}^{n}+\frac{1}{2}\left(u_{i}^{n}-b_{i}^{n}\right)=u_{i}^{n}-\frac{1}{2} \lambda(1-\lambda)\left(u_{i+1}^{n}-2 u_{i}^{n}+u_{i-1}^{n}\right) . \tag{2.14}
\end{equation*}
$$

If we write $c^{n}=\mathscr{S} u^{n}$, then $\mathscr{S}$ may be viewed as a sharpening or anti-diffusive operator. (So this method has some flavor of the flux corrected transport method [2] which improves a diffusive scheme by acting on the
result with a, carefully controlled, anti-diffusive operator.) Finally applying the upwind scheme forward again we have

$$
\begin{align*}
u_{i}^{n+1} & =(1-\lambda) c_{i}^{n}+\lambda c_{i-1}^{n} \\
& =\left(-\frac{1}{2} \lambda^{2}+\frac{1}{2} \lambda^{3}\right) u_{i-2}^{n}+\left(\frac{1}{2} \lambda+2 \lambda^{2}-\frac{3}{2} \lambda^{3}\right) u_{i-1}^{n}+\left(1-\frac{5}{2} \lambda^{2}+\frac{3}{2} \lambda^{3}\right) u_{i}^{n}+\left(-\frac{1}{2} \lambda+\lambda^{2}-\frac{1}{2} \lambda^{3}\right) u_{i+1}^{n} . \tag{2.15}
\end{align*}
$$

The local truncation error for the scheme (2.15) is $\mathrm{O}\left(\Delta x^{3}\right)$. Therefore it not only improves the temporal order of accuracy by one (as predicted by the previous example), but also improves the spatial order of the scheme (2.12) by one. This is particularly interesting because if we apply the predictor-corrector method (2.6) instead we can only improve the temporal order. While the method has a stencil that is skewed in the upwind direction, it seems that as $\lambda$ gets very small it is quite close to explicit centered differencing; however, the stability result below indicates that it has different properties. We conducted numerical tests to see the effect of this correction after a large number of steps. We set up the initial data first as a pyramid: $u=2 x$ for $x \in(0,0.5)$ and $u=2-2 x$ for $x \in(0.5,1)$. With $N=100, \Delta x=0.01$, and $\Delta t=0.005$, we plot the numerical solutions (with and without backward error compensation) against the exact one at time $t=10$, i.e., after 2000 steps (see Fig. 1). Then we set up the initial data as a square wave: $u=0$ for $x \in(0,0.3) \cup(0.7,1)$ and $u=1$ for $x \in(0.3,0.7)$. With $N=100, \Delta x=0.01, \Delta t=0.005$, and plot the numerical solutions (with and without backward error compensation) against the exact one at time $t=10$ (see Fig. 2). Without compensation the square wave is essentially averaged to half of its original height by the upwind scheme.

We also have the following simple stability result for this method.


Fig. 1. Pyramid wave after 2000 time steps of computation $(T=10)$. The linear equation is computed using a first-order upwind scheme with and without backward error compensation, $N=100$.


Fig. 2. Square wave after 2000 time steps of computation $(T=10)$. The linear equation is computed using a first-order upwind scheme with and without backward error compensation, $N=100$.

Theorem 2. Suppose that $0<\lambda \leqslant 1$ and that $u^{n+1}$ is defined by (2.15) with periodic boundary conditions. Then

$$
\left\|u^{n+1}\right\|_{l_{2}} \leqslant\left\|u^{n}\right\|_{l_{2}} .
$$

Proof. With $\varphi_{k}(x)=\exp (2 \pi \mathrm{i} k x)$, write

$$
u_{j}^{n}=\sum_{k=0}^{N-1} c_{k} \varphi_{k}(j \Delta x)
$$

Then it is straightforward to see that

$$
u_{j}^{n+1}=\sum_{k=0}^{N-1} m_{k} c_{k} \varphi_{k}(j \Delta x),
$$

where, with $s=\lambda \exp (-2 \pi \mathrm{i} k \Delta x)$,

$$
m_{k}=(1-s)\left[1+\frac{1}{2}(1-(1-\bar{s})(1-s))\right]=(1-s)\left[1+\frac{1}{2}\left(1-|1-s|^{2}\right)\right]
$$

Since $y=|1-s| \in[0,2]$, we get that $\left|m_{k}\right|=y\left|1+\frac{1}{2}\left(1-y^{2}\right)\right|$ is at most one.
Next we study the Burgers' equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{\partial\left(\frac{1}{2} u^{2}\right)}{\partial x}=0 \tag{2.16}
\end{equation*}
$$

We compute the numerical solution using the Lax-Friedrichs scheme with backward error compensation. We first conduct a convergence test with initial value [13]

$$
\begin{equation*}
u(x, 0)=\frac{1}{2}+\sin (2 \pi x), \quad x \in(0,2) \tag{2.17}
\end{equation*}
$$

with periodic boundary conditions. We choose CFL factor 0.5 and mesh cell numbers $N=50,100,200,400$ and compare the numerical solutions at final time $T=0.1$ with a very fine solution $N=40,000$ computed with Lax-Friedrichs scheme. The $L_{\infty}$ errors and order of accuracy are listed in Table 1.

Next we increase the number of modes in the initial value to

$$
\begin{equation*}
u(x, 0)=\frac{1}{2}+\sin (5 \pi x), \quad x \in(0,2) \tag{2.18}
\end{equation*}
$$

and with $N=100$, compute the numerical solutions to $T=0.1$ using Lax-Friedrichs scheme with and without backward error compensation. The results are shown in Fig. 3.

Table 1
$L_{\infty}$ error for Lax-Friedrichs scheme with backward error compensation for Burgers' equation

| $N$ | $L_{\infty}$ error | Order |
| ---: | :--- | :--- |
| 50 | 0.112 | - |
| 100 | 0.0374 | 1.58 |
| 200 | 0.00673 | 2.47 |
| 400 | 0.00154 | 2.13 |



Fig. 3. Comparative numerical solutions for Lax-Friedrichs scheme with and without backward error compensation, $N=100$, $T=0.1$. (-) fine solution; (--) L-F scheme with compensation; (..) L-F scheme with no compensation.


Fig. 4. Numerical solution for Lax-Friedrichs scheme with backward error compensation, $N=100, T=0.5$.
Finally we use a single mode in the initial value

$$
\begin{equation*}
u(x, 0)=\frac{1}{2}+\sin (\pi x), \quad x \in(0,2) \tag{2.19}
\end{equation*}
$$

and with $N=100$, compute the numerical solutions to $T=0.5$ using Lax-Friedrichs scheme with backward error compensation (see Fig. 4). Notice that there is some overshooting but no oscillations near the shock, the numerical solution gives the correct shock speed and the overshooting stays small. In fact, LaxFriedrichs scheme with backward error compensation still has global conservation property because the backward compensation step described in the previous Step 3 does not change the total conservative quantity (subject to the error at the boundary).

The dual of the above backward error compensation method can be formulated as follows. Let us called it the forward error correction method. For given $\Phi^{n}$ at time level $t_{n}$,
Step 1. Solve forward for $\tilde{\Phi}^{n+1}$ using $\tilde{\Phi}^{n+1}=\mathscr{L}_{h} \Phi^{n}$.
Step 2. Solve backward for $\Phi_{1}^{n}$ using $\Phi_{1}^{n}=\mathscr{L}_{h}^{-1}\left(\tilde{\Phi}^{n+1}\right)$.
Step 3. Solve forward for $\tilde{\Phi}_{1}^{n+1}$ using $\tilde{\Phi}_{1}^{n+1}=\mathscr{L}_{h} \Phi_{1}^{n}$.
Step 4. Let $\Phi^{n+1}=\tilde{\Phi}^{n+1}+\frac{1}{2}\left(\tilde{\Phi}^{n+1}-\widetilde{\Phi}_{1}^{n+1}\right)$.
For the one-dimensional translation equation this method is the same as the backward compensation method. We give an example calculation with this method in the following section.

## 3. Tests on Zalesaks problem

The two space dimensional Zalesak's Problem [17] can be described as follows: set a rotational velocity field $(u, v)=(\pi / 314(50-y), \pi / 314(x-50))$ in a domain $(0,100) \times(0,100)$. Initially there is a cutout circle centered at $(50,75)$ with radius 15 . The slot being cut out has width 5 and length 25 . Every point of this cutout circle is supposed to move along the local velocity field. We set the initial level set function $\Phi$ to be a


Fig. 5. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme with backward error compensation, $N=100, \Delta x=1$.
signed distance function which is negative inside the notched disk and positive outside. The computation is up to the final time $t=628$, allowing a full revolution of the disk. The challenge for computation with level set method is that this disk has corner points, curves, straight lines and a very narrow slot (when the mesh size is 1 or 0.5 , the slot width is 5 or 10 mesh cell sizes, respectively). In the first test we compute this problem with $N=100, \Delta x=1, \Delta t=0.707$ (CFL factor $\leqslant 0.5$ ). The level set advection equation (1.1) is discretized by a first-order upwind scheme and the backward error compensation method described in the previous section is applied. There is no re-distancing of the level set function at each time level. In Fig. 5 the computed disk is drawn against the exact one after one revolution. Though the error is large due to the large cell size and the first-order scheme we start from, the essential characteristics like the sizes of the disk and the slot survive, which is particularly surprising because if this test were done without backward error compensation, the whole disk (not just the slot) would disappear before one revolution.

In the second test we basically repeat the first test but with the cell size and time step decreased by half, i.e., $N=200, \Delta x=0.5$. The final solution is shown in Fig. 6. This test was also done without backward error compensation or forward error correction (but with re-distancing (1.2)), and the results are shown in Fig. 7. The disk has shrunk very much from its original size and the slot has essentially disappeared.

For comparison a further test without backward error compensation or forward error correction is shown in Fig. 8 with $N=600, \Delta x=1 / 6$. The level set advection equation (1.1) is still discretized by the first-order upwind scheme. In this case we have re-distanced the level set function at each time level using Eq. (1.2) discretized by the same first-order upwind scheme, which improves the numerical results.

We also include a version of the second test using forward error correction described in the previous section, see Fig. 11. It is similar to the result in Fig. 6 using backward error compensation. The comparison of these different ways of diminishing the error will be the subject of future work.

## 4. Simple re-distancing of the level set function

Following [16], we can re-distance the level set function at each time step by solving (1.2) so that the level set function stays close to being a signed distance function. This step also helps clean the error pollution


Fig. 6. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme with backward error compensation, $N=200, \Delta x=0.5$.


Fig. 7. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme without backward error compensation, $N=200, \Delta x=0.5$.
coming from the "skeleton", i.e., the non-smooth area of the level set function. The novelty here is that at each time step we update the level set function $\Phi$ using (1.2) only at places where $|\Phi|>\Delta x$. This allows us to use a simple low cost first-order scheme to discretize Eq. (1.2) without generating large diffusion. As in [16], Eq. (1.2) can be written as

$$
\begin{equation*}
\Phi_{\tau}+W \cdot \nabla \Phi=S\left(\Phi_{0}\right) \tag{4.1}
\end{equation*}
$$



Fig. 8. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme without backward error compensation, $N=600, \Delta x=1 / 6$.


Fig. 9. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme with backward error compensation and re-distancing, $N=100, \Delta x=1$.
where $W=S\left(\Phi_{0}\right) \nabla \Phi /|\nabla \Phi|$ and $S\left(\Phi_{0}\right)=\Phi_{0} / \sqrt{\Phi_{0}^{2}+\Delta x^{2}}$ is the approximated sign function of $\Phi_{0}$ which is the current level set function obtained by solving Eq. (1.1) and also serves as the initial value for (4.1). $W$ can be discretized by the centered finite difference and Eq. (4.1) then can be solved by the simple first-order upwind scheme. After solving Eq. (1.1) at each time step, Eq. (4.1) is solved for a few time steps to update $\Phi$ wherever $|\Phi|>\Delta x$. We recompute the test examples in Figs. 5 and 6 by using two iterations of the above redistancing procedure with $\Delta \tau=0.25 \Delta x$ after each time step of advancing Eq. (1.1). The results can be found


Fig. 10. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme with backward error compensation and re-distancing, $N=200, \Delta x=0.5$.


Fig. 11. Zalesak's problem. Comparison of a notched disk that has been rotated one revolution. Level set equation is computed using first-order upwind scheme with forward error correction, $N=200, \Delta x=0.5$.
in Figs. 9 and 10 and the average distances (defined as in [14]) between the exact and computed interfaces are shown in Table 2. The relative error of the computed disk area $A$ is plotted against time for three meshes: $100 \times 100,200 \times 200$ and $400 \times 400$ (see Fig. 12).

In evaluating these results it is clear that even the very simple re-distancing that is done here improves the quality of the solution. It is not easy to make precise comparisons between different schemes even if they are used to solve the same problem, because the difference in the work required per point per step. We did look

Table 2
Rotating slotted disk: average distance between the exact interface and the one computed using first-order upwind scheme with backward error compensation and re-distancing

| $N$ | Average distance | Order |
| :--- | :--- | :--- |
| 100 | 0.412 | - |
| 200 | 0.130 | 1.66 |
| 400 | 0.0616 | 1.08 |



Fig. 12. Zalesak's problem. Relative area loss of the notched disk as a function of time. Level set equation is computed using first-order upwind scheme with backward error compensation and re-distancing.
at the very nice results on this problem in [14], in which they use a clever scheme to compensate for volume change. Our, admittedly crude, estimates of the work involved in their scheme indicate that the method of this section does as well, or close to it, in terms of mass loss and interface position error when normalized for work. The method in [14] clearly does better with a given number of unknowns, but does more work per unknown, even after taking into account the three solves involved here. We note that this apparent good performance of this simple procedure may be an artifact of the test problem, since even the higher-order schemes of [14] asymptotically become first order on this problem because of the corners of the level set. We also looked at the results in [15] and tried to make a comparison. There is a factor of 16 difference in the sizes of the computational domains that must be taken into account. The method they use is a coupled level set and volume of fluid method that conserves mass exactly, a very nice feature. For the same size meshes the average distance errors in Table 2 are approximately three times those cited in [15] for ELVIRA. Their scheme is more complex than the one of this section, but it seems likely that they are somewhat more accurate for a given level of work.

Another problem is that the level set function could become too flat near the interface. To overcome this problem, we could simply update the level set function $\Phi$ using (1.2) only at places, say $x_{i}$, where $\left|\Phi\left(x_{i}\right)\right|>\Delta x$ or $\Phi\left(x_{i}\right)$ is of the same sign with $\Phi$ at the neighboring grid nodes of $x_{i}$. Applying it to the test problems here does not make much a difference. We should report in the future with more applications.
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